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Abstract
Flapping-fin unmanned underwater vehicle (UUV) propul-
sion systems provide high maneuverability for naval tasks
such as surveillance and terrain exploration. Recent work has
explored the use of time-series neural network surrogate mod-
els to predict thrust from vehicle design and fin kinematics.
We develop a search-based inverse model that leverages a
kinematics-to-thrust neural network model for control system
design. Our inverse model finds a set of fin kinematics with
the multi-objective goal of reaching a target thrust and cre-
ating a smooth kinematic transition between flapping cycles.
We demonstrate how a control system integrating this inverse
model can make online, cycle-to-cycle adjustments to priori-
tize different system objectives.

Introduction
Unmanned Underwater Vehicles (UUVs) can perform vari-
ous operations including surveillance, exploration, and ob-
ject detection in underwater environments. While traditional
propeller-based propulsion allows for high-speed UUV
traversal, flapping fin propulsion could provide greater ma-
neuverability: studies have shown that fish in general have
exhibited agility that surpasses any robotic systems (Blake
1979; Fish 2013). Increased agility could allow UUVs to ef-
fectively navigate near-shore, obstacle-ridden terrain. Bio-
inspired propulsion systems have additional benefits includ-
ing energy efficiency, acoustic/hydrodynamic signatures,
and environmental impact and tangling (Babu Mannam,
Mahbub Alam, and Krishnankutty 2020).

UUV control systems have been extensively explored
(He, Wang, and Ali 2020); however, there is sparse litera-
ture on flapping fin control. Flapping fin UUV control sys-
tems regulate vehicle propulsion by modifying the vehicle
gait. A gait describes the specific set of fin kinematics ap-
plied during a flapping cycle, which consists of one full up-
stroke and downstroke of the fin; the kinematics varied dur-
ing our experiments are shown in Table 1. While the effect of
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various kinematics on propulsion has been studied through
experimental (Di Santo, Blevins, and Lauder 2017), compu-
tational fluid dynamics (Liu and Ang 2017), and surrogate
model (Viswanath et al. 2019) approaches, prior UUV flap-
ping fin control systems do not embed a full understanding
of how gait affects propulsion. For example, they focus on
experimentally determining a small set of high-propulsion
gaits (Shan, Bayiz, and Cheng 2019), restrict chosen gaits
to a line in the kinematic space (Bi et al. 2014), or incre-
mentally change kinematics that have a known positive or
negative correlation with thrust to eventually reach the target
propulsion (Palmisano et al. 2008). We use a neural network
model to embed a more comprehensive understanding of the
relationship between gait and propulsion within a gait selec-
tion model; as a result, the control system can generate gaits
that not only meet a target trajectory, but also optimize for
other measures of performance such as a smooth transition
between gaits and energy efficiency.

We propose gait generation using a search-based inverse
model that invokes a forward surrogate model. Our work fo-
cuses on a control system for thrust, which is the forward
propulsion of the vehicle. The inverse model determines the
subsequent gait from the desired thrust, current gait, and rel-
ative performance metric weights for thrust accuracy and
kinematic smoothness. Inverse model gait evaluation uses a
neural network forward model to predict the thrust of a given
gait. Figure 1 shows the integration of the inverse model
within the control system.

Search-based methods are frequently used for offline in-
verse problems as they require invoking the forward model
multiple times (Zhou, Gomez-Hernandez, and Li 2012;
Hansen and Cordua 2017). Unlike other aerial and underwa-
ter vehicle control systems, our flapping fin control system
only needs to generate one gait per flapping cycle, allow-
ing for a more flexible time constraint. Therefore, search-
based methods are a viable onboard approach that addition-
ally allows for the incorporation of modifiable optimization
parameters without retraining the forward model.

As an alternative to a search-based methods, autonomous
aerial vehicle literature often uses neural networks in con-
trol systems to develop direct inverse models (Muliadi and
Kusumoputro 2018; El Hamidi et al. 2020). In this approach,
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Figure 1: Integration of the inverse model (shown in light
blue) within a control system for position. Orange arrows
indicate one request per thrust cycle.

the inverse model consists of a neural network that is directly
trained from a forward model or plant. While producing fast
predictions, this method does not allow for a flexible opti-
mizer that can be changed cycle-to-cycle by the controller
to prioritize different performance metrics.

We demonstrate that our forward gait-to-thrust model ac-
curately interpolates gaits, and we show that our thrust-to-
gait search-based inverse model generates high thrust accu-
racy gaits while embedding adjustable performance weights.
These weights allow a control system to make cycle-to-cycle
trade-offs between performance metrics based on current
system objectives. We compare the performance of differ-
ent sampling and search-based techniques to improve upon
our inverse model performance. Through inverse model inte-
gration on the Raspberry Pi, we demonstrate that the inverse
model fulfills the one prediction per cycle time constraints,
even with the use of an expensive time-series forward model.

Methods
Our inverse model uses the input from the controller—
desired thrust, current gait, and desired performance metric
weights—to output a new gait with the goal of minimizing
the inverse model loss function. Proposed gaits are gener-
ated using a sampling or direct search method. These gaits
are then evaluated using a multi-objective loss function that
evokes the forward gait-to-thrust neural network model.

Loss Function
Proposed gaits from our inverse model are evaluated with a
loss function that is defined as the weighted sum of the loss
functions for the different performance metrics. Equation 1
describes the overall loss function. The losses Lt, Lk, and
Le correspond to the thrust accuracy, kinematic smoothness,
and efficiency loss functions, while wt, wk, and we serve as
the corresponding performance metric weights.

L = wt ∗ Lt + wk ∗ Lk + we ∗ Le (1)

The thrust accuracy loss is computed as the difference be-
tween Ttarget, the desired thrust, and Tpred, the thrust from
the proposed gait of the inverse model (Eq. 2). Tpred is cal-
culated using the gait-to-thrust neural network.

Lt = |Ttarget − Tpred| (2)

The kinematic smoothness loss accounts for the detri-
mental effect of frequently moving between gaits with

highly deviant kinematics between flapping cycles. Transi-
tioning between similar gaits allows the UUV to undergo
a smoother motion, promoting system stability. We define
a user-selected equivalent step size such that a change of si
units for kinematic i has the same kinematic smoothness loss
to the system as a change of sj units for kinematic j. The
kinematic space is normalized by scaling each dimension
by its equivalent step size; then, kinematic loss is calculated
as the Euclidean distance between the current and proposed
gait. Equation 3 defines the kinematic smoothness loss func-
tion where nk is the number of kinematics, and xi and yi are
the values of kinematic i for the current and proposed gait.

Lk =

(
nk∑
i=1

(
|yi − xi|

si

)2
) 1

2

(3)

Our efficiency loss will be based upon the propulsive ef-
ficiency of the gait, which is equal to the product of output
thrust and current velocity divided by power. As we do not
currently have experimental positive flow cases available for
forward gait-to-thrust training, our results set the efficiency
weight to 0 and evaluate the trade-offs between thrust accu-
racy and kinematic smoothness.

The Forward Model
The forward model predicts average UUV thrust for a flap-
ping cycle from the gait. Reduced-order analytic models can
produce fast predictions, but they struggle to maintain ac-
curacy when generalized beyond a small parameter space
(Muscutt, Weymouth, and Ganapathisubramani 2017). A
model supporting a higher-order input space will allow fu-
ture forward gait-to-propulsion models to incorporate fluid
dynamics-related parameters such as flow speed as well as
multi-fin kinematic parameters such as the flapping phase
offset between front and rear fins.

Neural network surrogate models support higher degree
input spaces, and prior flapping fin propulsion research on
fin design has developed neural network surrogate models
for thrust prediction (Viswanath et al. 2019; Lee et al. 2021).
Both works demonstrate that time series models can predict
the time history of thrust generation for a flapping cycle.
Therefore, we implement a similar long-term short memory
(LSTM) network for our gait-to-thrust forward model using
the inputs in Table 1. A single pectoral fin setup is shown in
Figure 2. LSTM networks process sequential data by gener-
ating an output at each time step and using information from
past outputs to inform subsequent results. Compared to tra-
ditional recurrent neural networks, LSTM networks include
a cell state to retain a long-term memory accumulated from
multiple past time steps that influences the next output.

Our control system requests one gait per flapping cycle,
so only the average thrust over a cycle is used by our sys-
tem. While the LSTM model computes average thrust as
the mean of the output thrusts, we also test the viability of
a simple dense neural network (DNN) model that uses the
static kinematic values in Table 1 to directly predict aver-
age thrust. DNN networks consist of layers of nodes such
that each node in layer l is connected to every node in layer
l − 1. Both models are discussed in our results.
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Figure 2: Example single pectoral fin setup.

Kinematic Description
Static kinematics
Stroke Amplitude (°) Maximum gait stroke angle
Pitch Amplitude (°) Maximum gait pitch angle
Flap Frequency (Hz) Frequency of a stroke cycle
Stroke-Pitch Offset Phase offset of the pitch cycle rel-

ative to the stroke cycle, calculated
as a fraction of one cycle

Time-varying kinematics
Stroke Angle (°) Flapping angle as a function of time
Pitch Angle (°) Pitching angle as a function of time

Table 1: Parameters that compose a UUV gait.

Sampling and Direct Search Methods
Monte Carlo sampling and direct search methods are com-
mon derivative-free approaches for optimization based on an
objective function (Kroese et al. 2014; Audet 2014). Monte-
Carlo sampling involves randomly sampling the domain of
the objective function based on a probability distribution,
while direct search methods use a heuristic approach where
past searches influence future attempts. A popular and effec-
tive class of direct search methods is the generalized pattern
search (GPS) family of algorithms defined by Torczon (Tor-
czon 1997). When applied to optimization problems, GPS
often provides fast convergence and high accuracy solutions
(Herrera et al. 2015; Javed et al. 2016).

For our flapping fin inverse model, each static kinematic
listed in Table 1 serves as an input for the objective func-
tion, and the loss function in Equation 1 acts as the objec-
tive function output. We restrict our input space to the do-
main of provided experimental data as well as the approxi-
mate set of attainable gaits as described in the Experimental
Data section. The input space is normalized through com-
pressions in the direction of each static kinematic setting i
by the corresponding equivalent step size of si units; in the
normalized input space, any movement between two points
of distance d has the same kinematic loss. Both GPS-based
and Monte Carlo-based inverse models are implemented as
specified below.

Monte Carlo Approach. The Monte Carlo method evalu-
ates points from a hyper-sphere centered around the current
gait in the input space, where the hyper-sphere radius a de-
termines the search scale. The search scale is calculated as
a = dt/10, where dt is the difference between the thrust
of the current gait and the target thrust. A uniform random

Algorithm 1: Outline of GPS

Set initial solution xprev , initial mesh size m, precision p;
while k ≥ p do

xnew ← xprev;
SEARCH for new solution in mesh, update xnew;
if xnew == xprev then

POLL for new solution in mesh, update xnew;
if xnew == xprev then

m/ = dm;
end if

end if
end while

sample of n points satisfying the inequality in Equation 4
are evaluated, and the gait with the lowest loss is selected.
The variables xi and yi are the value of static kinematic i for
the current and new gaits respectively.

nk∑
n=1

(
|yi − xi|

a

)2

< 1 (4)

Generalized Pattern Search Approaches. Generalized
pattern search algorithms provide a fast, derivative-free
method for optimization. The objective function is evaluated
at points on a mesh generated from a positive spanning set.
GPS consists of a search and poll step. During the search
step, a finite number of mesh points are evaluated from the
objective function using a user-defined procedure; if an im-
provement is found for any proposed point, then the solution
is accepted. If no new point is found, GPS polls neighbor-
ing mesh points to the current solution xi and accepts new
points with improved objective function values. If both steps
are unable to generate an improved solution, the mesh size
m is divided by a mesh size divider dm and the process is
repeated until a certain precision p is obtained. An outline of
GPS is provided.

Hooke-Jeeves pattern search (HJPS) is a commonly used
pattern search algorithm (Hooke and Jeeves 1961). The
mesh is created from the positive spanning set consisting of
the standard basis vectors. For each input dimension, the poll
step evaluates a neighboring mesh point in both the positive
and negative directions, and xprev is updated if an improved
solution is found. From this step, the vector xnew−xprev of-
fers a promising direction for a continued search. The search
step leverages this tactic by attempting to move the current
solution in the direction xnew − xprev until no further im-
provement can be made.

In cases with a high kinematic smoothness weight, move-
ment in any one coordinate direction results in a larger in-
crease to kinematic loss than reduction in thrust accuracy
loss, leading to a failed poll step and a resulting failed search
step by HJPS. In these situations, HJPS is unable to escape
the local minimum until the kinematic smoothness weight is
lowered. With the goal of escaping these minima, our pro-
posed generalized pattern search algorithm modifies HJPS
to strategically search upon polling failure. Pseudocode for
this additional search step is provided. Our GPS algorithm
records the direction u⃗k and magnitude ik of minimum loss
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Algorithm 2: Search Upon Failure for Our GPS Algorithm

Set current gait and loss as g⃗curr, lcurr
Set direction u⃗k and magnitude ik of minimum loss in-
crease for each kinematic k during polling
Sort u⃗k by ik in ascending order
v⃗ ←

∑nk−1
c=0 u⃗k

j ← nk − 1
while j ≥ 1 do

while (lpred ← loss(g⃗curr + v⃗)) < lcurr do
g⃗curr ← g⃗curr + v⃗
lcurr ← lpred
j ← 0

end while
v⃗ ← v⃗ − u⃗j

j ← j − 1
end while

increase for each kinematic k during the poll step. Until
failure, searches are conducted in the direction of vector v⃗,
where v⃗ is equal to the sum of all u⃗k and spans all nk kine-
matic directions. If the search fails, the component u⃗k as-
sociated with the highest loss increase ik is removed from
vector v; this process repeats until a search succeeds, or un-
til the vector v only spans one dimension.

Experimental Data
To train and evaluate our forward model, experimental thrust
data for various gaits was collected for a setup consisting
of rigid rectangular-shaped pectoral fins, one on each side
of the UUV. Experiments were run for 864 gaits, which are
combinations of the kinematics listed in Table 2. Time-series
data for five stroke cycles was collected for each gait.

Kinematic Provided Values
Stroke Amplitude (°) 0, 15, 25, 32, 40, 55
Pitch Amplitude (°) 0, 15, 25, 32, 38, 55
Flap Frequency (Hz) 0.75, 1, 1.25, 1.5, 1.75, 2
Stroke-Pitch Offset -0.0625, 0, 0.0625, 0.125

Table 2: Provided experimental gaits.

In order to invoke the LSTM network on interpolated
gaits, the expected motor stroke and pitch angle time his-
tories must be generated as an input for the network. The
motors are commanded 16 values per cycle, where the
commanded stroke follows a sinusoidal curve and com-
manded pitch oscillates between−pa and pa, where pa is the
pitch amplitude. Time histories are generated using a simple
model of motor dynamics accounting for maximum veloc-
ity and acceleration. Across the provided experimental data
with attainable gaits, mean stroke and pitch angle difference
between the generated and experimental time histories was
2.94° and 4.02° for stroke and pitch respectively. Example
time histories are shown in Figure 3.

Due to physical system limitations, certain high com-
manded amplitudes are unattainable at high flap frequencies,

Figure 3: Sample stroke (red, purple) and pitch (blue, green)
time histories. Experimental results are shown in red and
green, while generated results are shown in purple and blue.

ff , as the motor is unable to realize the full commanded am-
plitude in the provided time frame. Therefore, our inverse
model excludes all gaits where the stroke amplitude exceeds
97 − ff ∗ 30 or the pitch amplitude exceeds 75 − ff ∗ 26.
The above inequalities were experimentally determined.

Results and Discussion
Forward Model Performance
Both the DNN and LSTM were evaluated using the exper-
imental data described in Table 2. Forward passes of the
models during evaluation are run using the Tensorflow Lite
library to increase prediction speed. Z-score normalization
was applied to each kinematic input. The DNN directly out-
puts average thrust over one flapping cycle while the LSTM
outputs the full thrust time history for a cycle. The input
stroke and pitch time histories for LSTM training and eval-
uation were generated based on the motor dynamics as de-
scribed in the Experimental Data section. Hyperparameter
tuning was run on both models. The LSTM contains 100
hidden units, and time histories consisted of 50 points that
were evenly spaced over a flapping cycle. The DNN contains
3 layers with 100 nodes per layer. The LSTM was trained for
150 epochs, and the DNN was trained for 500 epochs.

When trained and evaluated on all experimental gaits,
the LSTM and DNN reached mean average thrust errors of
0.0174N and 0.0364N respectively, where the average thrust
error refers to the difference between the predicted and ex-
perimental average thrust for a specific gait. The DNN pro-
duces a significantly higher error. The inability of the DNN
to memorize the full gait-thrust relationship poses a concern
since the modeling task will grow more complex in the fu-
ture through the addition of inputs accounting for flow speed
and multi-fin kinematic interactions. Therefore, our inverse
model will implement the LSTM model.

To test LSTM gait interpolation, a holdout set of gaits was
excluded from training. Our holdout set consisted of all ex-
perimental gaits fulfilling one or more of the following cri-
teria: a flap frequency of 1.25 Hz, a stroke-pitch offset of 0,
or a stroke or pitch amplitude of 25°. The LSTM success-
fully interpolated kinematics for the excluded gaits with a
mean average thrust error of 0.0344N. The worst perform-
ing subset of excluded gaits–gaits with a stroke pitch offset
of 0–still obtained a mean average thrust error of 0.0374N.

Figure 4 shows example thrust time histories generated
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Figure 4: Sample experimental (blue) and predicted (green)
thrust time histories for interpolated kinematics. The left
graph involves interpolation to an unseen stroke and pitch
angle, while the right graph involves interpolation to an un-
seen flap frequency and stroke pitch offset.

by the LSTM for interpolated gaits. The LSTM embeds an
understanding of how thrust changes over the course of a
flapping cycle, capturing the peak and troughs of the thrust
time history; this understanding offers an explanation for the
high-accuracy LSTM average thrust predictions for interpo-
lated kinematics.

Inverse Model Performance
Three search-based methods were evaluated–Monte Carlo,
Hooke-Jeeves Pattern Search (HJPS), and our Generalized
Pattern Search (GPS) algorithm that builds upon HJPS.
Monte Carlo generates 50 trial gaits (n = 50). The mesh
size k and precision p for both pattern search algorithms is
set to 3 and 0.375 respectively. The inverse models imple-
ment the LSTM forward model for gait-to-thrust prediction.

Synthetic and simulated thrust requests were used to eval-
uate the inverse models. Each synthetic data set consists of a
sequential list of 100 pseudo randomly generated thrust re-
quests with a difference between 0 and ∆Tmax for adjacent
thrusts. Thrust requests were restricted to the range 0.2N to
1.2N, and the value of ∆Tmax was varied from 0.1N to 1.0N
in increments of 0.1N to produce 10 data sets.

Inverse model performance on synthetically generated
thrust requests is shown in Figure 5. As the maximum step
size increases, the average kinematic loss generally trends
upwards for all three models: the inverse models can obtain
gaits closer in the kinematic input space for smaller changes
in thrust. An increase in thrust weight for our inverse mod-
els results in a lower thrust loss and a higher kinematic loss.
Therefore, priorities on different objectives–thrust accuracy
and kinematic smoothness–can be directly regulated by a
control system through a change in weights.

The models do not optimize for kinematic smoothness
when the thrust weight is set to 1, yet Monte Carlo still ex-
hibits a low kinematic smoothness loss across the tested in-
put thrust data. Compared to HJPS and GPS, the MC model
has a tendency to find closer gaits in the input space with-
out implicitly embedding kinematic smoothness into the loss
function. However, HJPS and GPS successfully obtain simi-
lar kinematic smoothness values to MC for higher kinematic
smoothness weights.

The GPS and MC inverse models demonstrate a high
thrust accuracy performance across all three weights,
achieving an average thrust loss of less than 0.04N. The

Figure 5: Inverse model performance for synthetic data,
measured by thrust accuracy loss (left) and kinematic
smoothness loss (right). The dotted, dashed, and solid lines
have thrust weights of 0.9, 0.95, and 1. Note wk = 1− wt.

HJPS inverse model shows a significant deterioration in
thrust accuracy when the larger kinematic smoothness
weight of 0.1 is applied. This larger weight increases the
overall cost of moving to a new gait, and the HJPS inverse
model reaches a gait where movement in any coordinate di-
rection results in a higher increase in kinematic smoothness
loss than reduction in thrust accuracy loss. At this point, the
algorithm becomes trapped at a local minimum for all subse-
quent iterations until the thrust accuracy weight is increased.
Our GPS method strategically searches promising points in
situations where the algorithm is potentially trapped in a
local minimum, namely during polling failure. These addi-
tional searches enable the GPS inverse model to maintain a
low thrust loss for lower thrust weights.

To evaluate our inverse models on more realistic thrust
requests, we generated requests using a PID controller for
vehicle position in the Simulink environment (Dabney and
Harman 2004). The PID controller outputs a target thrust to
control a simulated thrust-to-position plant that models the
UUV based on the translational equations of motion for a
rigid body. We simulate UUV movement to 100 randomly
generated positions between 0 and 10m. For each location,
the controller commands a thrust between -1.2N and 1.2N
for 15 flapping cycles to reach and then remain at the posi-
tion. A sample of the change in positional values and cor-
responding thrust requests from the simulation is provided
in Figure 6. The PID controller-generated thrusts enable the
simulated UUV to accurately track changes to the target po-
sition. This experiment uses small positional changes to sim-
ulate the start and stop conditions of the UUV: intermediary
movement is less reliant on the inverse model since the UUV
thrust is held constant at the maximum or minimum value.

Figure 6: Sample position (left) and thrust request (right)
time histories from the simulated PID controller for position.
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Figure 7: Inverse model performance for simulated data,
measured by thrust accuracy loss (left) and kinematic
smoothness loss (right). Note wk = 1− wt.

As provided experimental data does not cover the domain
of negative-thrust gaits producing negative trusts, the inverse
model temporarily assumes symmetry in the gait landscape.
A gait with a negative stroke pitch offset, stroke amplitude,
and pitch amplitude generates a thrust−T , where its positive
counterpart generates a thrust T . For this symmetry assump-
tion to hold true, it would physically require a fin rotation of
180° along the pitch axis during every transition between a
positive and negative gait such that the leading edge of the
fin faces the direction of movement. This temporary solution
allows for the inverse model to access negative-thrust gaits
for simulated data testing, and the kinematic landscape will
be extended to incorporate negative-thrust gaits in the future.

The inverse models are evaluated on the 1500 thrust re-
quests generated by the simulation. To emulate the onboard
system, inverse models were run on a Raspberry Pi 4 Model
B. Model performance across various weight settings is
shown in Figure 7. Table 3 summarizes the performance of
MC, HJPS, and GPS across weight settings: losses are av-
eraged across weight settings, and the worst-case run time
across all calls to each algorithm is provided.

MC HJPS GPS
Thrust Loss (N) 0.219 0.224 0.157
Kinematic Loss 4.693 4.747 4.940
Overall Loss 0.484 0.469 0.435
Maximum Time (s) 0.300 0.393 0.467

Table 3: Inverse Model Simulation Performance Summary.

Onboard predictions must meet the time constraints of 1
generated gait per flapping cycle. As the onboard UUV will
not exceed a flapping frequency of 2 Hz, the inverse model
must generate a gait within 0.5 seconds. All inverse mod-
els consistently run within 0.5 seconds on the Pi: the GPS
algorithm has the slowest maximum run time of 0.467 sec-
onds. Therefore, these inverse models are all viable for an
onboard flapping fin UUV control system. While we have
experimentally shown that HJPS and GPS converge within
time constraints, the inverse model will return the current
best HJPS or GPS solution in the case that the time limit is
reached to ensure the robustness of our on-board system.

All algorithms were responsive to changes to performance
metric weights: higher thrust weights resulted in lower thrust
losses and higher kinematic losses. GPS reached the lowest

mean overall loss of 0.435, as well as a mean thrust accu-
racy of less than 0.01N when a thrust weight of 1 is ap-
plied. While the inverse models demonstrate similar perfor-
mances when minimizing kinematic loss, GPS consistently
outperforms MC and HJPS in terms of minimizing thrust
loss as seen in Figure 7. GPS obtains a mean thrust ac-
curacy loss of 0.157N averaged across the tested weights,
while MC and HJPS obtain thrust accuracy losses of 0.219N
and 0.224N. The inverse models demonstrate similar per-
formances when minimizing Lk, obtaining mean kinematic
smoothness losses of 4.693, 4.747, and 4.940 respectively.

Conclusion and Deployment Strategy

Our work uses neural networks to embed a deep kinematic-
thrust relationship in a flapping fin UUV control system for
multi-objective optimization: we design a search-based in-
verse model that invokes a gait-to-thrust forward model to
select gaits for the controller. We hope similar search-based
inverse model approaches will be applied to other future
robotics systems with discrete sets of movements.

We demonstrate that our time-series LSTM forward
model learned the full space of kinematic-thrust mappings
and accurately interpolated to unseen gaits. We implemented
inverse models incorporating this forward model using three
approaches: Monte-Carlo Sampling, Hooke-Jeeves Pattern
Search, and our Generalized Pattern Search method. The in-
verse models consistently ran within the time constraint of
0.5s per iteration with our onboard hardware. When eval-
uated with simulated PID controller thrust requests, our
GPS algorithm yielded the best performance for minimizing
thrust loss and overall loss across weight settings.

All three inverse models successfully made trade-offs be-
tween thrust accuracy and kinematic smoothness based on
the applied performance metric weights. Our flexible inverse
model framework enables future UUV control systems to
incrementally adjust the emphasis placed on different mea-
sures of performance based on the current task and vehicle
status. For example, the emphasis on thrust accuracy can be
dynamically changed by the controller based on the degree
of precise maneuvering required for the task at hand. Our
inverse model framework also allows for the incorporation
of additional performance metrics such as efficiency.

Before deployment, we will collect experimental data
for gaits producing negative thrusts and retrain the forward
model. When experimental data for positive flow speeds is
available, our inverse model will be extended to incorporate
a third performance metric–propulsive efficiency–which is
calculated as the product of output thrust and current veloc-
ity divided by power. Inverse model performance for thrust
accuracy and propulsive efficiency trade-offs will be eval-
uated. Since our inverse model is already integrated with
onboard hardware–the Raspberry Pi 4–the final deployment
step consists of establishing onboard communication be-
tween the Raspberry Pi containing our inverse model and
a PID micro controller; at this point, we will run integration
tests between the physical UUV and the inverse model.
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